
Welcome to the Introduction to BioHPC training session.

aȅ ƴŀƳŜ ƛǎ 5ŀǾƛŘ ¢ǊǳŘƎƛŀƴΣ ŀƴŘ LΩƳ ƻƴŜ ƻŦ ǘƘŜ /ƻƳǇǳǘŀǘƛƻƴŀƭ {ŎƛŜƴǘƛǎǘǎ ƛƴ ǘƘŜ 
.ƛƻIt/ ǘŜŀƳΦ ²ŜΩƭƭ ƛƴǘǊƻŘǳŎŜ ǘƘŜ ƻǘƘŜǊ ǎǘŀŦŦ ƛƴ ŀ ƳƛƴǳǘŜΦ

¢Ƙƛǎ ƛǎ ǘƘŜ ƻƴƭȅ ƳŀƴŘŀǘƻǊȅ ǘǊŀƛƴƛƴƎ ǎŜǎǎƛƻƴ ŦƻǊ .ƛƻIt/ ǳǎŜǊǎΣ ōǳǘ ǿŜ ƘƻǇŜ ȅƻǳΩƭƭ ŎƻƳŜ 
along to many of our other sessions. We hold this introduction on the 1st Wednesday 
of the month, further basic training on the 2nd Wednesday, advanced topics on the 3rd

Wednesday, and a drop-in coffee session on the 4th Wednesday. All the details are on 
our web portal.

¢ƘŜ ǎƭƛŘŜǎ ŦƻǊ ǘƘƛǎ ǎŜǎǎƛƻƴ ǿƛƭƭ ōŜ ǇƻǎǘŜŘ ƻƴ ǘƘŜ ǇƻǊǘŀƭΣ ƛƴ ǘƘŜ ǘǊŀƛƴƛƴƎ ǎŜŎǘƛƻƴΦ ¢ƘŜǊŜΩƭƭ 
be notes with the slides, covering roughly what I tell you here today.
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¢Ƙƛǎ ǎŜǎǎƛƻƴ ƛǎ ƻǳǊ ǉǳƛŎƪ ƛƴǘǊƻŘǳŎǘƛƻƴ ǘƻ .ƛƻIt/Φ ²ŜΩƭƭ ƛƴǘǊƻŘǳŎŜ ǘƘŜ ǘŜŀƳΣ ǘŜƭƭ ȅƻǳ 
about the systems and services we provide, and give you instructions for the basics of 
ŀŎŎŜǎǎƛƴƎ ƻǳǊ ǊŜǎƻǳǊŎŜǎΦ ²ŜΩǊŜ ƎƻƛƴƎ ǘƻ ŎƻƴŎŜƴǘǊŀǘŜ ƻƴ ǘƘŜ ǎƛƳǇƭŜǎǘ ǿŀȅ ǘƻ ǳǎŜ ƻǳǊ 
systems, via our web-ōŀǎŜŘ ŎƭƻǳŘ ǎŜǊǾƛŎŜǎΦ LŦ ȅƻǳΩǊŜ ŀ ƳƻǊŜ ŀŘǾŀƴŎŜŘ ǳǎŜǊ ȅƻǳΩƭƭ ŦƛƴŘ 
information about how to connect via the command line on our portal and in later 
training sessions.

[Ŝǎǎ ŦǳƴΣ ōǳǘ ǎǘƛƭƭ ƛƳǇƻǊǘŀƴǘΣ ǿŜΩƭƭ ŎƻǾŜǊ ŀ ŦŜǿ ǊǳƭŜǎ ǘƻ Ŧƻƭƭƻǿ ǿƘŜƴ ǳǎƛƴƎ ǘƘŜ ǎȅǎǘŜƳǎΣ 
and some things we want to encourage you to do to get the most out of BioHPC.

If you remember one thing from today, let that thing be the email address biohpc-
help@utsouthwestern.edu

The biohpc-help address goes into our support ticket system, where the best person 
for the job is going to answer your questions. If you have *any* question please ask 
us. Our whole reason for being here at UT Southwestern is to help you to effectively 
carry out computational research.
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{ƻ ƭŜǘΩǎ ǎǘŀǊǘ ǿƛǘƘ ŀ ōǊƛŜŦ ƛƴǘǊƻŘǳŎǘƛƻƴ ǘƻ ǘƘŜ .ƛƻIt/ ǘŜŀƳΦ

BioHPCwas established a bit over a year ago when the director, LiqiangWang, was 
recruited to setup an HPC facility for a subset of departments at UTSW. Liqiang has 
extensive experience in IT infrastructure and HPC, and now leads a team of 3 others.

Yi Du is a Computational Scientist, with a background in parallel software design and 
large-scale data analysis. She is experienced in the more mathematical applications of 
HPC, coming from an oceanography background.

My expertise is in more general bioinformatics work. I spent the last 6 years working 
as a bioinformaticianin computational mass-spectrometry proteomics, first at 
Oxford, then at UT Southwestern.

Last but not least, Ross Bateman is a technical support specialist who will be looking 
after the hardware you are using, supporting our desktop clients, and providing 
general system maintenance and user support.

We all sit behind the biohpc-help email address, so please use that to reach us, 
instead of emailing our individual accounts.
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[ŜǘΩǎ ōǊƛŜŦƭȅ ǘƻǳŎƘ ƻƴ ǿƘŀǘ IƛƎƘ tŜǊŦƻǊƳŀƴŎŜ /ƻƳǇǳǘƛƴƎ ƛǎΣ ŀƴŘ ǿƘȅ ǿŜ ƴŜŜŘ ƛǘ ŀǘ 
UTSW.

Traditionally, HPC has had quite a narrow definition in the minds of many people. 
¸ƻǳΩƭƭ ƻŦǘŜƴ ǎŜŜ ƛǘ ŘŜŦƛƴŜŘ ŀǎ ǳǎƛƴƎ ǇŀǊŀƭƭŜƭ ǇǊƻƎǊŀƳǎ ŀŎǊƻǎǎ ŀ ŎƭǳǎǘŜǊ ƻŦ ŎƻƳǇǳǘŜǊǎΣ ǘƻ 
solve very complex problems. At the majority of very large HPC centers most HPC 
tasks do fall into this definition, particularly large computational models in field such 
ass meteorology, physics, geology etc. In the biomedical sciences we have different 
ƴŜŜŘǎ ŦǊƻƳ It/Σ ŀƴŘ ǿŜΩǊŜ ƎƻƛƴƎ ǘƻ ŘŜŦƛƴŜ IƛƎƘ tŜǊŦƻǊƳŀƴŎŜ /ƻƳǇǳǘƛƴƎ ŀǎ 
computing that cannot be carried out on standard systems ςwhatever the reason.

We often have huge datasets from imaging or sequencing experiments, that need 
ƭŀǊƎŜ ŀƳƻǳƴǘǎ ƻŦ ǎǘƻǊŀƎŜΦ hŦǘŜƴ ǘƘŜǎŜ ŘŀǘŀǎŜǘǎ ŀǊŜƴΩǘ ǇǊŀŎǘƛŎŀƭ ǘƻ ǇǊƻŎŜǎǎ ƻƴ ŜǾŜƴ ŀ 
powerful desktop computer. For example, genome assembly software requires many 
GB of RAM. Processing of a large series of high-resolution microscope images may 
ǘŀƪŜ ŀƴ ŜȄŎŜǎǎƛǾŜ ŀƳƻǳƴǘ ƻŦ ǘƛƳŜ ƻƴ ŀ ǎƛƴƎƭŜ ǎȅǎǘŜƳΦ ¢ƘŜ ǎƻƭǳǘƛƻƴ ƛǎƴΩǘ ŀƭǿŀȅǎ ǇŀǊŀƭƭŜƭ 
software running across many machines. Sometimes we have modest requirements, 
except a need for fast, huge storage. Sometimes we need 256GB RAM on a single 
machine.

We need to use a wide range of software, some of which is parallelize, some which 
ƛǎƴΩǘΦ  hǇǘƛƳƛȊŀǘƛƻƴ ƻŦ ƘƻƳŜ-built and download software is frequently necessary for 
large projects to become tractable.
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Back to us - As well as a team of staff, BioHPC is computer hardware, software, and 
services.

Over at the IR data hall in the Bass Center we have a 74-node compute cluster, and 
over 1 petabyte of storage. The compute cluster is the center of the BioHPC world, 
ŀƴŘ ǿŜΩƭƭ ƎŜǘ ōŀŎƪ ǘƻ ƛǘ ƭŀǘŜǊΦ

We also provide access to  wide array of software, on the cluster and via thin-client 
and workstation machines that we administer.

A big push at present is to provide web-based cloud services, so you can use the 
cluster, storage, software from a web browser. This opens up our facilities to users 
ǿƘƻ ŀǊŜƴΩǘ ȅŜǘ ŎƻƳŦƻǊǘŀōƭŜ ǿƛǘƘ ǘƘŜ [ƛƴǳȄ ŎƻƳƳŀƴŘ ƭƛƴŜΦ ²ŜΩƭƭ ōŜ ŎƻƴŎŜƴǘǊŀǘƛƴƎ ƻƴ 
these web-based services in this session.
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Our compute cluster is called NucleusΣ ŀƴŘ Ƙŀǎ тп ƴƻŘŜǎ ǊƛƎƘǘ ƴƻǿΦ LǘΩǎ ŀ 
heterogeneous cluster, where the nodes have different specifications. At present 
ǘƘŜǊŜΩǎ ŀ ƳƛȄ ƻŦ мнуΣ нрсΣ оупD. ƴƻŘŜǎΣ Ǉƭǳǎ у ƴƻŘŜǎ ǿƛǘƘ Dt¦ ŎŀǊŘǎΦ

The cluster is running RedHatEnterprise Linux 6, and uses the SLURM job scheduling 
software. Not by accident this is the same basic setup as the TACC Stampede 
supercomputer in Austin, which UTSW members can obtain time on.

The traditional way to use the cluster is via a command-line session, logging in to the 
login-node using an SSH session. The login node is accessible on campus or when 
connected to the VPN via SSH to nucleus.biohpc.swmed.edu

¸ƻǳ Ŏŀƴ ŀƭǎƻ Ǌǳƴ Ƨƻōǎ ƻƴ ǘƘŜ ŎƭǳǎǘŜǊ ŦǊƻƳ ƻǳǊ ǿŜō ǇƻǊǘŀƭΣ ǿƘƛŎƘ ǿŜΩƭƭ ŎƻǾŜǊ ǘƻŘŀȅΦ
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We want our clusterto be really flexible, so that users can run almost any job on it. As 
well as the ability to run traditional Linux HPC jobs you can access an interactive 
graphical session on the cluster, to work with for example Matlab, or any other 
software that needs a lot of resources. On our 8 nodes with GPU cards you can start a 
special GPU visualization session, which supports visualization of complex 3D models 
using software such as Paraview. We even support access to Windows software. 
Currently a special visualization session on our GPU nodes is available to run 
programs such as IMARIS, a complex package commonly used to work with 
microscopy images. The special session starts Windows on a GPU node, and you can 
ƭƻƎƛƴ ǊŜƳƻǘŜƭȅ ǘƻ ǳǎŜ ǘƘŜ ǎȅǎǘŜƳΣ ǿƛǘƘ о5 ƎǊŀǇƘƛŎǎ ǊŜƴŘŜǊŜŘ ǎƳƻƻǘƘƭȅΦ ²ŜΩƭƭ ōŜ 
expanding the ability to use Windows soon, with Windows sessions for other 
ǇǊƻƎǊŀƳǎ ǘƘŀǘ ŘƻƴΩǘ ǊŜǉǳƛǊŜ Dt¦ ƎǊŀǇƘƛŎǎΦ
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For the size of our cluster we have a very large amount of storage, reflecting the type 
of HPC work that goes on in the biomedical sciences, where large datasets but 
relatively small processing jobs (compared to other fields) are quite common.

Two storage systems are used to provide private, per-user home directories,  as well 
as user and lab shared space on project and work file systems.

The lysosome storage system is our high-capacity system. It provides your home 
directory, and project space.

The endosome storage system is a high-speed parallel storage system, which provides 
the work file system.

Every user has at least a 50GB quota for their home directory, which has a path 
/home2/username

Project and work quotas are arranged separately, and organized by department and 
lab groups under the /project and /work paths.

[ƛƪŜ Ƴƻǎǘ It/ ŦŀŎƛƭƛǘƛŜǎ ǿŜ ŘƻƴΩǘ ŎǳǊǊŜƴǘƭȅ ōŀŎƪǳǇ ǘƘŜǎŜ ŦƛƭŜǎ ǎȅǎǘŜƳǎΦ IƻǿŜǾŜǊΣ ŘǳŜ 
to user demand and the way in which our systems are used, we have plans to begin 
backups in the near future.
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Havingŀ ƭŀǊƎŜ ŀƳƻǳƴǘ ƻŦ ǎǘƻǊŀƎŜ ƛǎƴΩǘ ǳǎŜŦǳƭ ƛŦ ƛǘΩǎ ƴƻǘ Ŝŀǎƛƭȅ ŀŎŎŜǎǎƛōƭŜΦ ¢ƘŜ ƎŀǘŜǿŀȅ 
to our storage is called lamella. Lamella.biohpc.swmed.edu gives you many ways to 
access data. An easy to use web interface, similar to dropboxis the first choice. You 
can also mount your BioHPC storage as a network share onto a Windows a Mac 
computer to work with your files directly. An FTP service is useful for transferring 
large files quickly, or transferring files using scripts.
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As well as the central compute facilities, we provide and look after desktop thin-client 
and workstation computers. These thin-clients and workstations run the same version 
of Linux as the cluster but with a graphical desktop. They are directly connected to 
the storage systems, so you can access all you BioHPC files as on the cluster. All of the 
ŎƭǳǎǘŜǊ ǎƻŦǘǿŀǊŜ ƳƻŘǳƭŜǎ ŀǊŜ ŀǾŀƛƭŀōƭŜΣ ǎƻ ƛǘΩǎ ǾŜǊȅ Ŝŀǎȅ ǘƻ ŘŜǾŜƭƻǇ ŀƴŘ ǘŜǎǘ ȅƻǳǊ Ƨƻōǎ 
on a client before submitting them to the cluster.

²ŜΩƭƭ ŀƭǎƻ ōŜ ǳǎƛƴƎ ǘƘŜǎŜ ǎȅǎǘŜƳǎ ƛƴ ŦǳǘǳǊŜ ŀǎ ŀ ŘƛǎǘǊƛōǳǘŜŘ ŎƻƳǇǳǘŜ ǊŜǎƻǳǊŎŜΣ ǿƘŜǊŜ 
jobs can be run using up to 50% of the CPU of the machine. This will harness the 
ǇƻǿŜǊ ƻŦ Ƴŀƴȅ ǎƳŀƭƭ ōǳǘ ƛŘƭŜ ƳŀŎƘƛƴŜǎ ŦƻǊ ǿƻǊƪ ǘƘŀǘ ŘƻŜǎƴΩǘ ǊŜǉǳƛǊŜ ǘƘŜ ŀŘǾŀƴŎŜŘ 
features of the cluster

The thin clients are tiny, but reasonably powerful desktop boxes, without usable 
local-storage. They are useful for accessing our systems, developing and testing code 
etc. Workstations are higher-power machines with some local storage, and a CPU 
which is capable of running quite large tasks in a reasonable amount of time. The 
extra power makes them useful for running urgent smaller jobs locally if the cluster is 
busy.

LŦ ȅƻǳ ŘƻƴΩǘ ƘŀǾŜ ƻƴŜ ƻŦ ǘƘŜǎŜ ŎƭƛŜƴǘǎΣ ŀƴŘ ȅƻǳ ǿƻǳƭŘ ƭƛƪŜ ƻƴŜΣ ǎǇŜŀƪ ǘƻ ȅƻǳǊ tL ǿƘƻ 
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can arrange to purchase or obtain one from BioHPC.
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A lot of different software is required by the groups who are members of BioHPC, and 
ŘƛŦŦŜǊŜƴǘ ǳǎŜǊǎ ƳƛƎƘǘ ǿŀƴǘ ŘƛŦŦŜǊŜƴǘ ǾŜǊǎƛƻƴǎ ŜǘŎΦ ²Ŝ ǳǎŜ ŀ ǎȅǎǘŜƳ ƻŦ ΨƳƻŘǳƭŜǎΩ ǘƻ 
provide a wide range of packages. On the cluster or clients you can load modules of 
ǎƻŦǘǿŀǊŜ ǘƘŀǘ ȅƻǳ ƴŜŜŘΦ ²ŜΩƭƭ ƭƻƻƪ ŀǘ ǘƘƛǎ ƛƴ ŀ ōƛǘ ǘƻƻΦ

If you need additional software, or updated versions of existing software then please 
email us. If you are trying things out, and know how to, you can also install software 
into your home directory for your sole use.

As always, email us if you have any software questions.
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