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Welcome to the Introduction to BioHPC training session.
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along to many of our other sessions. We hold this introduction on th&/édnesday

of the month, further basic training on the@Wednesday, advanced topics on thé 3

Wednesday, and a dreim coffee session on the"dWednesday. All the details are on
our web portal.

¢CKS af ARSa T2NJ 0KA&A aSaaArzy gAftt oS LkRai
be notes with the slides, covering roughly what I tell you here today.
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Overview

Today we’re going to cover:

= Who is BioHPC?

= What is BioHPC?

= How do | access BioHPC resources?

= How can | be a good user? (some basic rules)

= How do | get effective help?

If you remember only one thing....

If you have any question, ask us via biohpc-help@utsouthwestern.edu
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about the systems and services we provide, and give you instructions for the basics of
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information about how to connect via the command line on our portal and in later

training sessions.
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and some things we want to encourage you to do to get the most out of BioHPC.

If you remember one thing from today, let that thing be the email addkeskpc
help@utsouthwestern.edu

Thebiohpchelp address goes into our support ticket system, where the best person

for the job is going to answer your questions. If you have *any* question please ask
us. Our whole reason for being here at UT Southwestern is to help you to effectively
carry out computational research.


mailto:biohpc-help@utsouthwestern.edu

Who is BioHPC?

Ligiang Wang
Director, 13 years experience in IT infrastructure, HPC.

Yi Du
Computational Scientist, experience in parallel software design, large-scale
data analysis.

David Trudgian
Computational Scientist, Ph.D. in Computer Science and 10 years experience
in bioinformatics (sequence classification & computational proteomics).

Ross Bateman
Technical Support Specialist, experienced in maintaining user systems and
troubleshooting.

We are biohpc-help@utsouthwestern.edu
https://portal.biohpc.swmed.edu/content/about/staff/
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BioHPQvas established a bit over a year ago when the diretigiangWwang, was

recruited to setup an HPC facility for a subset of departments at UTSW. Ligiang has
extensive experience in IT infrastructure and HPC, and now leads a team of 3 others.

Yi Du is a Computational Scientist, with a background in parallel software design and
large-scale data analysis. She is experienced in the more mathematical applications of
HPC, coming from an oceanography background.

My expertise is in more general bioinformatics work. | spent the last 6 years working
as abioinformaticianin computational masspectrometry proteomics, first at
Oxford, then at UT Southwestern.

Last but not least, Ross Bateman is a technical support specialist who will be looking
after the hardware you are using, supporting our desktop clients, and providing
general system maintenance and user support.

We all sit behind thdiohpchelp email address, so please use that to reach us,
instead of emailing our individual accounts.



. What is HPC, and why dowe needit?

High-performance computing (HPC) is the us cessing for running
advanced icati grams efficiently, reliably and quickly.

Any computing thatisn’t possible on a standard system

BioHPC SOLUTIONS

PROBLEMS

Batch HPC jobs
Interactive GUI sessions
Visualization with GPUs

Windows sessions on the cluster
Wide range of software
Easy web access to services

Huge Datasets

Complex Algorithms

Difficult / inefficient
software
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Traditionally, HPC has had quite a narrow definition in the minds of many people.
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solve very complex problems. At the majority of very large HPC centers most HPC

tasks do fall into this definition, particularly large computational models in field such

ass meteorology, physics, geology etc. In the biomedical sciences we have different
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computing that cannot be carried out on standard systewehatever the reason.

We often have huge datasets from imaging or sequencing experiments, that need
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powerful desktop computer. For example, genome assembly software requires many

GB of RAM. Processing of a large series ofiggblution microscope images may
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software running across many machines. Sometimes we have modest requirements,
except a need for fast, huge storage. Sometimes we need 256GB RAM on a single
machine.

We need to use a wide range of software, some of which is parallelize, some which
Aay Qi o h LJO Abvik dndl doinbad sdtwareKsAragGently necessary for
large projects to become tractable.



What is BioHPC? - An Overview

BioHPC is:

A 74-node compute cluster.

>1Petabyte (1000 Terabytes) of storage across various systems.

A network of thin-clientand workstation machines.

Large number of installed software packages.

Cloud Services to access these facilities easily.

A dedicated team to help you efficiently use these resources for your research.
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Back to us As well as a team of staff, BioHPC is computer hardware, software, and
services.

Over at the IR data hall in the Bass Center we haversodé compute cluster, and
over 1 petabyte of storage. The compute cluster is the center of the BioHPC world,
FYR ¢SQfft 3ISaG olFO1 G2 AG tF GSN®D

We also provide access to wide array of software, on the cluster and vialigir

and workstation machines that we administer.

A big push at present is to provide wéhsed cloud services, so you can use the
cluster, storage, software from a web browser. This opens up our facilities to users
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these webbased services in this session.



What is BioHPC? — Nucleus Computer Cluster

Nucleus is our compute cluster

CPU cores: 3296

GPU cores: 19968

Memory: 16TB

Network: 56Gb/s per node (internal)
40Gb/s(to campus)

Runs RedHat Enterprise Linux 6.x
Uses the SLURM job scheduler

Login via ssh to nucleus.biohpc.swmed.edu or use web portal.

From campus or VPN only!
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Our compute clusteris calleducleug | YR KlFa Ttn yY2RS& NAIKUG
heterogeneous cluster, where the nodes have different specifications. At present
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The cluster is runninBedHatEnterprise Linux 6, and uses the SLURM job scheduling
software. Not by accident this is the same basic setup as the TACC Stampede
supercomputer in Austin, which UTSW members can obtain time on.

The traditional way to use the cluster is via a comménd session, logging in to the
login-node using an SSH session. The login node is accessible on campus or when
connected to the VPN via SSH to nucleus.biohpc.swmed.edu
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What canl do on Nucleus?

Run any computationally intensive work

Linux HPC Jobs GPU Visualization

Interactive Sessions Windows with GPU Visualization
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We want our clusteto be really flexible, so that users can run almost any job on it. As

well as the ability to run traditional Linux HPC jobs you can access an interactive
graphical session on the cluster, to work with for exani&lab, or any other

software that needs a lot of resources. On our 8 nodes with GPU cards you can start a
special GPU visualization session, which supports visualization of complex 3D models
using software such @araviewWe even support access to Windows software.

Currently a special visualization session on our GPU nodes is available to run

programs such as IMARIS, a complex package commonly used to work with

microscopy images. The special session starts Windows on a GPU node, and you can
f23Ay NBY2(0Steée G2 dzaS (KS aeadasSysz gA0K o
expanding the ability to use Windows soon, with Windows sessions for other
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What is BioHPC? - Lysosome/Endosome Storage Systems

Lysosome & Endosome are our cluster storage systems.

240TB(RAW) Jwork
960TB(RAW) /home2 & /project

Provide /home2 /project /work directories accessible on the
cluster, mount, or via the lamella cloud storage web site.

Your home directory has a 50GB quota
/home2/username

Your project directory quota is set per lab/group
/project/department/group/user
/project/department/group/shared

3 UTSouthwestern

Medical Center

BioHPC

For the size of our cluster we have a very large amount of storage, reflecting the type
of HPC work that goes on in the biomedical sciences, where large datasets but
relatively small processing jobs (compared to other fields) are quite common.

Two storage systems are used to provide private;ymgr home directories, as well
as user and lab shared space on project and work file systems.

The lysosome storage system is our higipacity system. It provides your home
directory, and project space.

The endosome storage system is a hégleed parallel storage system, which provides
the work file system.

Every user has at least a 50GB quota for their home directory, which has a path
/home2/username

Project and work quotas are arranged separately, and organized by department and
lab groups under the /project and /work paths.

[ A1S Y2ad 1t/ FLFrLOAtAGASE ¢S R2y Qi OdzZNNBY
to user demand and the way in which our systems are used, we have plans to begin
backups in the near future.



What is BioHPC — Lamella Storage Gateway

Lamella is our storage gateway — access your files easily, from anywhere

Web Interface Windows / Mac drive mounts
S — (SMB /WebDav)

lamella.biohpc.swmed.edu

FTP
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to our storage is called lamella. Lamella.biohpc.swmed.edu gives you many ways to

access data. An easy to use web interface, simildrapboxis the first choice. You

can also mount your BioHPC storage as a network share onto a Windows a Mac
computer to work with your files directly. An FTP service is useful for transferring
large files quickly, or transferring files using scripts.



What is BioHPC? - Thin Client & Workstation Systems

Desktop computers directly connected to the BioHPC
systems.

graphical desktop.

Run same version of Linux as the cluster, but with a . g &
\y

Login with BioHPC details, direct access to storage like on
cluster.

Same software available as on cluster.

Will make up a distributed compute resource in future,
using up to 50% of CPU to run distributed jobs.

Thin client is less powerful but cheaper and smaller.

Separate trainingsession — July 14th.
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As well as the central compute facilities, we provide and look after desktogclieint

and workstation computers. These thatients and workstations run the same version

of Linux as the cluster but with a graphical desktop. They are directly connected to

the storage systems, so you can access all you BioHPC files as on the cluster. All of the
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on a client before submitting them to the cluster.
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jobs can be run using up to 50% of the CPU of the machine. This will harness the
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features of the cluster

The thin clients are tiny, but reasonably powerful desktop boxes, without usable
locatstorage. They are useful for accessing our systems, developing and testing code
etc. Workstations are highgsgower machines with some local storage, and a CPU
which is capable of running quite large tasks in a reasonable amount of time. The
extra power makes them useful for running urgent smaller jobs locally if the cluster is
busy.
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can arrange to purchase or obtain one from BioHPC.
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A lot of different software is required by the groups who are members of BioHPC, and
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provide a wide range of packages. On the cluster or clients you can load modules of
a2F06I NB GKIFIG &2dz ySSRd 2SQff t221 Fid OK
If you need additional software, or updated versions of existing software then please

email us. If you are trying things out, and know how to, you can also install software

into your home directory for your sole use.

As always, email us if you have any software questions.
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