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Topics
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Storage Resources & Intended Use

Tools for Data Access

Data Sharing Methods

Backup Policies & Best Practices



Centralized, Network Storage
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Data Directories
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Note: Exceptions for some OBI (O’Donnell Brain Institute) users, replacing dept. with OBI/dept.
2) Quota changes need get approval from Department.
3) Quota usage report: https://portal.biohpc.swmed.edu/content/, ssh nucleus005



Access Methods
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❖Direct browsing & editing: Workstations/Thin Clients, Remote 
Desktop, Network mounting on local machines

❖Web browsing: Lamella web interface; convenient for upload, 
download, & sharing internally

❖Specialized: FTP servers for larger file transfers; Command 
Line Interface via SSH sessions

❖Sharing: Lamella & Thunder FTP (internal),  External 
FileshareServer <cloud.biohpc> & Flash FTP (external)



Access via Linux Environment/Desktop
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Access via Network Drives
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Access via Web Interface
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❖ Web Access

▪ Lamella.biohpc.swmed.edu

▪ Storage Gateway/Filesharing

▪ /home2 mounted by default 
(“Home”) 

▪ /project, /work, /archive require 
additional configurations



Access via Web Interface
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Access via Web Interface
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7. (optional: select enable sharing is 
required to share files with others)



Access via Web Interface
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[s179389@Nucleus006 s179389]$ cat /project/biohpcadmin/s179389/greeting.txt
Hello World and Good Morning!



Access via Web Interface
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❖ Web Access

▪ Cloud.biohpc.swmed.edu

▪ External Filesharing

▪ Interface similar to Lamella

▪ separate cloud storage space

▪ Can not share /home2, /project, 
/work, /archive directly



Access via Command Line
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ssh <BioHPC_uid>@nucleus.biohpc.swmed.edu

▪ Activate BioHPC account

▪ SSH client/Terminal Emulator

▪ BioHPC web terminal

▪ BioHPC workstation

▪ nucleus.biohpc.swmed.edu 

▪ BioHPC webGUI/webGPU session

▪ BioHPC remote desktop



Filesharing
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Filesharing
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Filesharing
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Filesharing
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Sharing with Non-BioHPC Collaborators: < 100GB



Filesharing
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Sharing with Non-BioHPC Collaborators: < 100GB



Filesharing
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Sharing with Non-BioHPC Collaborators: < 100GB



Filesharing
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Sharing with Non-BioHPC Collaborators: > 100GB



Filesharing
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Sharing with Non-BioHPC Collaborators: > 100GB



Filesharing
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Sharing with Non-BioHPC Collaborators: > 100GB



Filesharing

23

Sharing with Non-BioHPC Collaborators: > 100GB



Filesharing
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Sharing with External Collaborators:



Backup
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Data Hall Migration
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▪ Most of BioHPC nodes, storage will be moved to new location as school 
planed.

▪ All BioHPC storage backup weekly before data hall migration finished 4th

quarter 2022.

▪ New Storage ~20 PB in plan.



Thank you!
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