
Introduction to BioHPC
New User Training

1 Updated for 2018-04-04

[web] portal.biohpc.swmed.edu

[email] biohpc-help@utsouthwestern.edu



¢ƻŘŀȅ ǿŜΩǊŜ ƎƻƛƴƎ ǘƻ ŎƻǾŜǊ:

ÁWhat is BioHPC?

ÁHow do I access BioHPC resources?

ÁHow can I be a good user? (some basic rules)

ÁHow do I get effectivehelp?

Overview
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LŦ ȅƻǳ ǊŜƳŜƳōŜǊ ƻƴƭȅ ƻƴŜ ǘƘƛƴƎΧΦ

If you have anyquestion, ask us via biohpc-help@utsouthwestern.edu



What is HPC, and why do we need it?
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High-performance computing (HPC) is the use of parallel processing for running 
advanced application programs efficiently, reliably and quickly.

!ƴȅ ŎƻƳǇǳǘƛƴƎ ǘƘŀǘ ƛǎƴΩǘ ǇƻǎǎƛōƭŜ ƻƴ ŀ ǎǘŀƴŘŀǊŘ ǎȅǎǘŜƳ

PROBLEMS

Huge Datasets

Complex Algorithms

Difficult / inefficient 
software

BioHPC SOLUTIONS

Batch HPC jobs
Interactive GUI sessions
Visualization with GPUs

Windows sessions on the cluster
Wide range of software

Easy web access to services



Who is BioHPC?
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Liqiang Wang
Director, 13 years experience in IT infrastructure, HPC.

Yi Du
Computational Scientist, experience in parallel software design, large-scale data analysis.

Ross Bateman
Technical Support Specialist, experienced in maintaining user systems and troubleshooting.

Wei Guo
Computational Scientist, Ph.D. in Materials Science and Engineering, experience in HPC for complex 
simulations.

Long Lu
Computational Scientist, MS in CS. Biology and Chemistry, gene sequencing and materials science

Yingfei Chen
Computational Scientist, Ph.D. in Chemical and Biological Engineering, protein structures.

Murat Atis
Computational Scientist, Ph.D. in Physics, Computational Physics.

Li Tan
Computational Scientist, Ph.D. in Computer Science, High performance computing

Daniel Moser
Computational Scientist, Ph.D. Atmospheric Sciences, computational fluid dynamics and cloud physics

We are biohpc-help@utsouthwestern.edu

https:// portal.biohpc.swmed.edu/content/about/staff/



What is BioHPC? - An Overview
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BioHPC is:

Á A 276-node heterogeneous cluster.
Á >9 Petabyte (8,000 Terabytes) of storage across various systems.
Á Large number of installed software packages. 
Á A network of thin-client and workstation machines. 
Á Cloud Services to access these facilities easily.
Á A dedicated team to help you efficiently use these resources for your research.



What is BioHPC? ïNucleus Computer Cluster
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Nucleusis our compute cluster: 11,500 CPU cores, 45 TB RAM

32 GB 80 nodes
128 GB 24 nodes
256 GB 78 nodes
256 GBv1 48 nodes with new Xeon E5v4
384 GB 2 nodes

GPU 20 nodes/256 GB RAM/Tesla K20/K40 GPUs
GPUv1 12 nodes/256 GB RAM/Tesla P100 x2
webDesktop 4 nodes/256 GB RAM/Tesla K80 x2

Login via sshto nucleus.biohpc.swmed.edu or use web portal.
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BioHPC Storage Systems

Lysosome

Å 2.5  PB DDN SFA12X
Å 960 TB Dell PowervaultRAID

Å 35-40 GB/s
Å LUSTRE Parallel Filesystem
Å Connected to Nucleus with multiple 

Infiniti Band (56 ς100 Gbps) and 10 
GbpsEthernet links

GPFS

Å 3.4 PB
Å /work and /archive location
Å Aggregated I/O throughput 14 GB/s

(3.4 GB/s max per compute node)



50 GB

As a BioHPC user, you will have access to: 

Å BioHPC Cluster
/home2/username                                              50 GB / user
/project/department/group/username         5 TB / per group*
/archive/department/group/username         5 TB / per group*
/ work/department/username             5 TB / per user

Å BioHPC File Exchange (web-interface)

https://cloud.biohpc.swmed.edu 50 GB / user, local storage

Å BioHPC Lamella Cloud Storage (web-interface), on campus only, private cloud

https://lamella.biohpc.swmed.edu 100 GB / user, local storage
Gateway to BioHPCCluster (via FTP, SAMBA or WebDAV*)

BioHPC Storage ïStandard Users allocation and usage
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* Can be increased on PI request with Dept. Chair approval.

https://cloud.biohpc.swmed.edu/
https://lamella.biohpc.swmed.edu/


BioHPC Storage Backup
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Mirror/Full backup is the starting point for all other backups and contains all the 
data and files that are selected to be backed up

/home2 (Monday & Wednesdays)
/work (Friday)

Incremental Backup provides a faster method of backing up data than repeatedly 
run backups

/project (upon request)
/archive (upon request)

What data should be backed up ?
How often?

http://www.backup4all.com/kb/incremental-backup-118.html



What is BioHPC? ïLamella Storage Gateway
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Lamella is our storage gateway ςaccess your files easily

Web Interface

FTP

Windows / Mac drive mounts
(SMB /WebDav)

lamella.biohpc.swmed.edu



What is BioHPC? ïThin Client & Workstation Systems
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Desktop computers directly connectedto the BioHPC 
systems.

Run same version of Linux as the cluster, but with a 
graphical desktop.

Login with BioHPC details, direct access to storage like on 
cluster.

Same software available as on cluster.

Thin client is less powerful but cheaper and smaller.



What is BioHPC? - Software
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Wide range of packages available as modules. 

You can ask biohpc-help@utsouthwestern.edufor additions/upgrades etc.


