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¢ƻŘŀȅ ǿŜΩǊŜ ƎƻƛƴƎ ǘƻ ŎƻǾŜǊ:

ÁWhat is BioHPC?

ÁHow do I access BioHPC resources?

ÁHow can I be a good user? (some basic rules)

ÁHow do I get effectivehelp?

Overview
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LŦ ȅƻǳ ǊŜƳŜƳōŜǊ ƻƴƭȅ ƻƴŜ ǘƘƛƴƎΧΦ

If you have anyquestion, ask us via biohpc-help@utsouthwestern.edu



What is HPC, and why do we need it?
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High-performance computing (HPC) is the use of parallel processing for running 
advanced application programs efficiently, reliably and quickly.

!ƴȅ ŎƻƳǇǳǘƛƴƎ ǘƘŀǘ ƛǎƴΩǘ ǇƻǎǎƛōƭŜ ƻƴ ŀ ǎǘŀƴŘŀǊŘ ǎȅǎǘŜƳ

PROBLEMS

Huge Datasets

Complex Algorithms

Difficult / inefficient 
software

BioHPC SOLUTIONS

Batch HPC jobs
Interactive GUI sessions
Visualization with GPUs

Windows sessions on the cluster
Wide range of software

Easy web access to services



What is BioHPC? - An Overview
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BioHPC is:

Á A 74-node compute cluster.
Á >1Petabyte (1000 Terabytes) of storage across various systems.
Á A network of thin-client and workstation machines.
Á Large number of installed software packages.
Á Cloud Services to access these facilities easily.
Á A dedicated team to help you efficiently use these resources for your research.



Who is BioHPC?
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Liqiang Wang
Director, 13 years experience in IT infrastructure, HPC.

Yi Du
Computational Scientist, experience in parallel software design, large-scale 
data analysis.

David Trudgian
Computational Scientist, Ph.D. in Computer Science and 10 years experience 
in bioinformatics (sequence classification & computational proteomics).

Ross Bateman
Technical Support Specialist, experienced in maintaining user systems and 
troubleshooting.

We are biohpc-help@utsouthwestern.edu

https://portal.biohpc.swmed.edu/content/about/staff/



What is BioHPC? ïNucleus Computer Cluster
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Nucleusis our compute cluster

74 nodes ς128GB, 256GB, 384GB, GPU

CPU cores: 3296
GPU cores: 19968
Memory: 16TB
Network: 56Gb/s per node (internal)

40Gb/s(to campus)

Login via sshto nucleus.biohpc.swmed.edu or use web 
portal.



What can I do on Nucleus?
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Run any computationally intensive work

Linux HPC Jobs GPU Visualization

Windows with GPU VisualizationInteractive Sessions



What is BioHPC? ïStorage
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Every user receives space in 3 file systems:

/home2 /project /work

Your home directory has a 50GB quota for private files, code, 
settings etc:

/home2/username

Your project directory is for your large data, and quota is set per 
lab/group:

` /project/department/group/user

Your work quota is set per lab/group:

/work/department/user



What is BioHPC? ïLamella Storage Gateway
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Lamella is our storage gateway ςaccess your files easily, from anywhere

Web Interface

FTP

Windows / Mac drive mounts
(SMB /WebDav)

lamella.biohpc.swmed.edu



What is BioHPC? ïThin Client & Workstation Systems
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Desktop computers directly connectedto the BioHPC 
systems.

Run same version of Linux as the cluster, but with a 
graphical desktop.

Login with BioHPC details, direct access to storage like on 
cluster.

Same software available as on cluster.

Will make up a distributed compute resource in future, 
using up to 50% of CPU to run distributed jobs.

Thin client is less powerful but cheaper and smaller.

Separate training session ςOctober 14th.



What is BioHPC? - Software
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Wide range of packages available as modules. 

You can ask biohpc-help@utsouthwestern.edufor additions/upgrades etc.


